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Please write on the exam.  

You have exactly 2 hours.  

You can use a calculator (I suggest it) and nothing else.  

Good Luck and have a great summer!!!!

Name_______________________________________

Final Part I
Short answer questions
Discriminant Function Analysis (12 pts)
1. Purpose of the method (give at least 2 research questions).
2. How is discriminant function analysis different from MANOVA?
3. Describe the assumption of homogeneity of variance/covariance matrices.

4. Describe the use of classification scores in discriminant function analysis (basically, how do you get them and what are they used for, no equations).

Logistic Regression (12 pts)

5. Purpose of the method (give at least 2 research questions).
6. How is logistic regression different from discriminant function analysis?  When is it better to use discriminant function analysis over logistic regression?
7. What is a logit? How can you transform a logit into a probability?
8. What is the only real limitation with logistic regression?  How does probit analysis differ from logistic regression?
Factor Analysis (12 pts)

9. Purpose of the method (give at least 2 research questions).
10. What is the theoretical difference between principal components analysis and factor analysis?
11. What is the main purpose of factor rotation?  Explain this.  What is the difference between orthogonal and oblique rotation?

12. Describe Kaiser’s criterion for picking the number of factors (hint: the default method in SPSS).  What is this criterion based on (why do we do it?)?
Structural Equation Modeling (14 pts)

13. How is confirmatory factor analysis different than exploratory factor analysis (give me at least 2 ways)?

14. What are the differences between the structural and measurement parts of an SEM model?
15. What do we use as data in an SEM model?  What formula do we use to calculate the number of data points?  How do we find the degrees of freedom for a model?

16. Describe these matrices:

a)  (Beta)

b)  (Gamma) 
c)  (Phi)
17. Define models that are:

a) overidentified

b) just identified

c) under identified

d) recursive. 

Final Part II

Output interpretation

Section 1 (12.5 pts) – Discriminant Function Analysis Predicting Political Conservatism (Very Liberal, Liberal, Moderate, Conservative, Very Conservative)
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1. What does the box above (tests of equality of group means) tell you?

Analysis 1

Box's Test of Equality of Covariance Matrices
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1. What does Box’s M statistic test?  Is it a problem here?  Why or why not?
Summary of Canonical Discriminant Functions
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2. What do the two boxes above (Eigenvalues and Wilk’s Lambda) tell you (annotate and interpret them)?
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3. What is the structure matrix?  What does this tell you about the meaning of the discriminant functions (refer to your answer on number 3)?

Classification Statistics

[image: image8.wmf]Classification Processing Summary

1310

0

91

1219

Processed

Missing or out-of-range

group codes

At least one missing

discriminating variable

Excluded

Used in Output


[image: image9.wmf]Prior Probabilities for Groups

.200

80

80.000

.200

295

295.000

.200

413

413.000

.200

366

366.000

.200

40

40.000

1.000

1194

1194.000

PSD  STUDENTS POLITICAL

SELF-DESCRIPTION

VERY LIBERAL

LIBERAL

MODERATE

CONSERVATIVE

VERY CONSERVATIVE

Total

Prior

Specified Prior

Effective Prior

Unweighted

Weighted

Cases Used in Analysis


4. Where do the prior probabilities come from (“Prior” column from the table above)?
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5. What does function 2 tell you about separating the groups? 
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6. Is this a good classification model?  Explain you answer.
Section 2 (12.5 pts) - Logistic Regression of sexism (1 = sexist and 0 = not sexist) as predicted by PSD (political self description; continuous with higher values meaning more conservative), Gender (1 = male, 2 = female), Protestant (1 = yes and 0 = no) and White (1 = yes and 0 = no).
Logistic Regression
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Block 0: Beginning Block
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1. What type of model is block 0 testing?  Is the block 0 model doing a good job? How do you know?
Block 1: Method = Enter
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2. What is the block 1 model?  What does this box tell you about the model?
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3. What is the difference between the Cox & Snell and Nagelkerke R square estimates?
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4. What does the Hosmer and Lemeshow Test tell you about the model?  And how do you know (what test)?
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5. Is this model doing a good job of classifying the respondents?  Why or why not?
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6. Write the logistic regression equation for this model (think about it first).  Would you remove any of the predictors? Why?
Section 3 (12.5 pts) - Factor Analysis of some social psychological data related to prejudice and discrimination

Factor Analysis
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1. What is the difference between the initial and extraction columns in the table above?  Where do the values come from?

[image: image23.wmf]Total Variance Explained

6.116

43.688

43.688

5.685

40.605

40.605

2.766

19.760

19.760

1.249

8.923

52.610

.728

5.198

45.803

1.936

13.829

33.588

1.046

7.474

60.084

.714

5.098

50.901

1.888

13.486

47.074

.832

5.946

66.031

.409

2.921

53.822

.945

6.748

53.822

.787

5.622

71.653

.637

4.548

76.200

.570

4.072

80.272

.533

3.807

84.080

.503

3.596

87.675

.405

2.892

90.567

.396

2.825

93.393

.372

2.658

96.050

.328

2.341

98.391

.225

1.609

100.000

Factor

1

2

3

4

5

6

7

8

9

10

11

12

13

14

Total

% of Variance

Cumulative %

Total

% of Variance

Cumulative %

Total

% of Variance

Cumulative %

Initial Eigenvalues

Extraction Sums of Squared Loadings

Rotation Sums of Squared Loadings

Extraction Method: Principal Axis Factoring.


2. For factor 1 the percent of variance is 43.688, how is that calculated?  Why do the eigenvalues change from the initial values to the extraction sums of squared loadings?
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3. Based on the scree plot how many factors would you extract?  Explain your answer.
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4. Identify this matrix (factor matrix).  What are the values in the matrix?
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5. What type of rotation is this?  Orthogonal or Oblique?

6. Calculate the communality for the item 25 (affirmative action) using this matrix (show your work).  Calculate the eigenvalue for the second factor based on this matrix (show your work).
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7. What is this matrix (factor transformation matrix) used for?
[image: image28.wmf]Factor Score Coefficient Matrix
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8. What is this matrix (factor score coefficient matrix) used for? 

Section 4 (12.5 pts) – Structural Equation Model using EQS (selected output).  
/LABELS
V1=CICI102; V2=CICI108; V3=CICI112; V4=QDIA104R; V5=QDIA111R; 

V6=QDIA129; V7=MEIMO104; V8=MEIMM106; V9=MEIMO109; V10=MEIMM111; 

V11=MEIMM114; V12=MEIMO117; V13=MEIMM118; V14=MEIMO119; 
	/EQUATIONS
	/VARIANCES

	V1 =   1F1 + E1; 
	 F1 = *;

	V2 =   *F1 + E2; 
	 E1 = *; 

	V3 =   *F1 + E3; 
	 E2 = *; 

	V4 =   1F2 + E4; 
	 E3 = *; 

	V5 =   *F2 + E5; 
	 E4 = *; 

	V6 =   *F2 + E6; 
	 E5 = *; 

	V7 =   1F3 + E7; 
	 E6 = *; 

	V8 =   1F4 + E8; 
	 E7 = *; 

	V9 =   *F3 + E9; 
	 E8 = *; 

	V10 =   *F4 + E10; 
	 E9 = *; 

	V11 =   *F4 + E11; 
	 E10 = *; 

	V12 =   *F3 + E12; 
	 E11 = *; 

	V13 =   *F4 + E13; 
	 E12 = *; 

	V14 =   *F3 + E14; 
	 E13 = *; 

	F2 =   *F1 + *F3 + *F4 + D2; 
	 E14 = *; 

	F3 =   *F1 + D3; 
	 D2 = *; 

	F4 =   *F1 + D4; 
	 D3 = *; 

	
	 D4 = *; 

	
	/COVARIANCES

	
	  e13,e10 = *;


1. Based on the syntax above draw a structural diagram (typical SEM diagram).

GOODNESS OF FIT SUMMARY FOR METHOD = ML    

INDEPENDENCE MODEL CHI-SQUARE  = 4358.919 ON 91 DEGREES OF FREEDOM

  INDEPENDENCE AIC =  4176.91881   INDEPENDENCE CAIC =  3648.79983

         MODEL AIC =    89.52370          MODEL CAIC =  -322.52518

  CHI-SQUARE =      231.524 BASED ON      71 DEGREES OF FREEDOM

  PROBABILITY VALUE FOR THE CHI-SQUARE STATISTIC IS       .00000

THE NORMAL THEORY RLS CHI-SQUARE FOR THIS ML SOLUTION IS 225.349.

  FIT INDICES

  -----------

  BENTLER-BONETT     NORMED FIT INDEX =      .947

  BENTLER-BONETT NON-NORMED FIT INDEX =      .952

  COMPARATIVE FIT INDEX (CFI)         =      .962

  BOLLEN   (IFI) FIT INDEX            =      .963

  MCDONALD (MFI) FIT INDEX            =      .915

  LISREL    GFI  FIT INDEX            =      .965

  LISREL   AGFI  FIT INDEX            =      .949

  ROOT MEAN-SQUARE RESIDUAL (RMR)     =      .161

  STANDARDIZED RMR                    =      .058

  ROOT MEAN-SQUARE ERROR OF APPROXIMATION (RMSEA)    =    .050

  90% CONFIDENCE INTERVAL OF RMSEA  (        .043,        .057)

                         ITERATIVE SUMMARY

                     PARAMETER

  ITERATION          ABS CHANGE         ALPHA                FUNCTION

      1                .917223         1.00000               2.02774

      2                .349358         1.00000                .99908

      3                .167457         1.00000                .28508

      4                .026958         1.00000                .25754

      5                .003896         1.00000                .25726

      6                .000779         1.00000                .25725

2. Assuming the model had no problems, did the model fit the data?  Explain your answer.

3. If there are 901 cases in the sample, how was the model chi-square calculated?  Show your work.
  PARAMETER INDIRECT EFFECTS

  --------------------------

    QDI   =   -.467*CIC    -  .579 D3    +  .305 D4  

               .098           .084          .052 

             -4.745@        -6.882@        5.920@

4. How can this be interpreted (parameter indirect effects)?
MULTIVARIATE LAGRANGE MULTIPLIER TEST BY SIMULTANEOUS PROCESS IN STAGE  1

  PARAMETER SETS (SUBMATRICES) ACTIVE AT THIS STAGE ARE:

     PVV PFF PEE PDD GVV GVF GFV GFF BVV BVF BFV BFF

        CUMULATIVE MULTIVARIATE STATISTICS      UNIVARIATE INCREMENT

        ----------------------------------      ------------------------------

                                                                    HANCOCK'S

                                                                    SEQUENTIAL

 STEP   PARAMETER   CHI-SQUARE  D.F.   PROB.   CHI-SQUARE   PROB.  D.F.   PROB.

 ----  -----------  ----------  ----   -----   ----------   -----  ----   -----

    1       V8,V7       51.210     1    .000       51.210    .000    71    .963

    2       V6,V13      74.588     2    .000       23.377    .000    70   1.000

    3       F4,V10      95.152     3    .000       20.564    .000    69   1.000

    4      V13,V9      116.668     4    .000       21.516    .000    68   1.000

    5       V5,F3      132.846     5    .000       16.178    .000    67   1.000

    6       V6,V2      144.681     6    .000       11.835    .001    66   1.000

    7       V2,V9      156.491     7    .000       11.810    .001    65   1.000

    8      V13,V11     165.047     8    .000        8.556    .003    64   1.000

    9       F3,V7      170.908     9    .000        5.861    .015    63   1.000

   10       F2,V10     176.152    10    .000        5.244    .022    62   1.000

   11       V4,V3      180.031    11    .000        3.879    .049    61   1.000

5. What is the lagrange multiplier test used for?  If the path in step 1 above was added to the model how would the chi-square change and by how much (roughly)? 
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